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This Blog is presented out of concerns for future public health interests. My two papers (one in press and one accessible from the prior blog) represent two of the most important considerations for statisticians and biostatisticians so far in the 21st century.  I blame no one for the misfortunes of the past.
Why this Blog is Must reading:  (1) In the past 3 years, there were over 41,000 articles listed in PubMed journals with “meta-analysis” in the title. If you do any consulting or education, you will almost certainly want to be informed; (2) Most “Evidence Pyramids” (Google this) place systematic reviews and meta-analysis at the top (most trusted) biomedical evidence; (3) There is no proof that the large sample distribution claims used by the mainstream have an evidence basis. See “ An Important History Lesson” below. The Blog in fact proves the mainstream speculation on the asymptotic distribution of effect size uses contradictory assumptions; (4) as seen below, I have excellent credentials on this topic; and (5) reading this material will help you become part of the solution rather than part of the problem.
Knowing what you now know (or should know), I challenge readers to defend the ethics of using mainstream meta-analysis of randomized clinical trials where public health implications are at stake.

Of note (See last attachment), I invited the top biostatisticians/developers from the meta-analysis software companies that developed Comprehensive Meta Analysis and REVMAN for a pushback to this forum on the lack of scientific basis of the mainstream methods.  The deadline has passed with zero response.

 An Important History Lesson
Do not use mainstream methods (weights inversely proportional to the estimated variance).  If you read this material, and still insist on using the mainstream for an analysis of a collection of clinical trials of an intervention, your results could adversely impact public health.   The mainstream is not based on rigorous science.
Generally, statistics and biostatistics journals require mathematical proof that a new method is rigorous.  As this history lesson indicates, there have been major successes when these requirements were not met by the original authors, but later proven rigorously by others.  Large sample distribution theory for mainstream meta-analysis has never been proven to be correct, and now I have proven that the speculated distribution theory is scientifically unacceptable, in the sense that there is no evidence that its point estimates, confidence intervals, and p-values have an evidence basis. 
The mainstream method for random effects meta-analysis, namely weights inversely proportional to the estimated variance, has three major references for use by statisticians and other scientists:  The Cochrane handbook (1); Introduction to Meta-Analysis (2); and Common Mistakes in Meta-Analysis (3). These references fail to recognize that in order to use the theory of linear combinations, the weights must be constant to a strong approximation (not seriously random variables as they are in truth).  The second enclosure provides the theorem they use with the a’s the weights and the Y’s as the estimates. The weights are in fact highly random variables. None of these references properly explain the assumptions underlying the methodology [assumption A4 in the first enclosure is needed to use the theory of linear (weighted) combinations of estimates].  None of these references offer any proof that the estimator of the main effect size has an asymptotic normal distribution or are approximately unbiased. The standard error formula is also incorrect.
This area of science was not nearly as fortunate as censored survival analysis. The speculated asymptotic distribution of the Kaplan-Meier estimator (4) was actually verified later by Efron. The speculated asymptotic distribution of Mantel’s logrank test (5) for survival analysis was actually verified later by Breslow and Crowley. The speculated asymptotic distribution of Cox regression estimators (proportional hazards)  (6) was actually verified later by Tsiatis. Unfortunately, the statistical profession’s good luck did not carry over to mainstream Meta-Analysis, where the science can no longer be viewed as sufficiently rigorous to trust in major public health decision making.  Fortunately, as described in my papers, we can use ratio estimation borrowed from survey sampling as a well-validated method. Documented Excel software to perform the calculations is available as a link in the first enclosure.
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My Relevant Credentials:
· Over 400 peer-reviewed articles with zero errata for statistics.  A fair number of these articles deal with meta-analysis
· Over $30 million in career NIH grants as Principal Investigator
· 15 years' service on NIH standing grant review committees
· Over 10 years as editorial board member of Research Synthesis Methods
· Invited by Ingram Olkin to review the Cochrane Handbook, second edition, which I published in Research Synthesis Methods.


Enclosures:
1. Blog sent in early June
2. Linear Combination theorem
3. Reader feedback on the Blog

