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CLUSTER ANALYSIS

B. Capra, A. Lena, V. Sentarelli and P. Vescovi

Cluster Analysis of a multivariace sample X:

L
X o= {51| ¥, €R7, i=1,..,N}
is the partiticning of X into M homogeneous groups according to a mini-
mization criterion E based on the distanes d:

ﬂ:RLxRL4R+

The algerithm elaborated has the following operaticnsl character—
isticst

= Sequential e¢rganization of data,

= Ko interdistance matrix.

Processing times linearly dependent on .
- Ho effective limitation on N, L, M.

= Euclidean distance.

]

Moreover, im the Fortran implementation of the algerieha, it is
possible to have:

= Btandardization of the imput data (in order to avoid scale ef-
fect).
= Weighting of the varisbles (in order to force a scale effect).

The minimization eriterion used to messure the nenhomogeneity of
a partition of X inte groups K, X, ... %y is given by the fumctiom:

1
E=il'p
k! Tk
where;
E, = ) I @ (2..b)
B, €X
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CLUSTER ANALYSIS - Comtinued

and ,

This function, in addition to its clear geometric significance
= total sum of the moments of inertia of the svstems of points in relas-
tiom te its own barycenter 5{_ = has useful computatiocnal properties.

It can be seen that 1if Eltxk, we hawve:

7]
3 L = - 1 k 2
E =B, () - B (X -{x }) = 4 (% .by)

1 - r 2
J'Lk i k
Likewise, if x i }{k. wa have:
'T = .' - i
E_ = E} [:-'.ku[_:ii}ll Ekl:){k} pa—_— i_'-‘j,i:EkJ

It follows that, for each partition, the AE wariation of E, brought
about by the shifting of one alement = from group It to g.mup'xh:

+ -
LE = E - E
h k

depends only oni )
Xy o By Ryl ony .

In thies way it is posaible to have in core only ome obaservation
at once.

A partition is considered stable when, for every
AE=>D

= of X, we have:

In this case, we see that if 51 T xk:

d[ii,l:ik!ls min d{EL'Eh} for h # k,

1
with by barycenter of ¥ U{Ei}'

Since is not possible to guarantee that a stable partition i{s the
best, because of the dependence of the classificationm on the order im
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CLUSTER AMALYSTS - Continued

which the data are Prosented, the algorithm envisages the subsequent
application of & C procedure &% 88 to Treach a solution indepandent of
the initial sequence of the dats while maintaining performance unchanged
in relation te the E criterion,

The C procedure sorts the set v - {Ii|.‘r.'iERL-i=1r LN}

into ng groups, utilizing the initial ng barycenters of BU:

=] [=]
By = (Byyeea,b

o =1 Yo

e

a5 specified by an Law switch, and placing in B,
E = {gi,....gng;l,

the barycenters of the claseification {8 obtained.

Thie gives:
B+« w,nq.BU.Isw]‘

C operates in the following way:
a) Make B=E  and n,=0,¥ =t,k=1,...,ng
b} If Taw=0 go to &)

e} Compute d{y ,b7) = min di .bﬂj for every £
(2ol by By
make T, - Yk"'{zi}; make n, = 041
d)  Compute Ek =L Ezi for every k
e} Compute &
- ™ 2
Ek - Ek—j d (xilhkj for every 4
0y 2
E, = BFT d {1’_,2‘11 for every i and for hyfk
1£ E;sn;n Eh*, y; vematns in ¥,
+ + + =
If = min and ” mave
SR 5 T weve y
from ?I: to Yh and make:

o
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CLUSTER AMALYSIS - Contiouesd

1% -lph; by=(byn -y, )/ (m-1); o =n, -1;

T, ¥, u{II}: b, o= (b =n +21”{uh +1}; n, o+
@ o o o o a g

o

£) If any ¥ has been moved (E is reduced) go te e); otherwise stop.
The algorithm works in the following way:

a) Make ng =+ MN, B, = {0,0,...0}

b) Compute B' + C(K',ng,B ,0)
where X' is possibly a subsample of X if W/M 1s considered oxces—
sive depending on econemic considerations.

¢} Make ng=H.

Choosa BeB' card (B) =ng in the follewing way:

1) k=1; B = fhi} 2} k= 2,;,0g; compute:
dibj vby b = max _ min_ a(m!,B.J: BeBulb' ).
la] o }ijl-ﬂﬂu_g_ z_}' 1 =] i

' °

This makes it possible te choose the sparsest subset of M hary-
centers in B'.

d) B+ ¢(B',M,5,0)
e) B+ CO0EM,B",1)

which performs the final classification on the entire ¥ sample,
utilizing B" a3 seeds of the classification.

Because of the absence of specific teats to evaluate the perfor-
mances of Cluster Analysis Algorithms, tests were based upon the com=
parisen of the automatic solutiem and the subjective classificstion of
kneown samples.

The similarity between the clustering results achlieved by the two
methods confirms the reliability of the algorirhm, at least when it is
possible te give a coherent Fuclidean interpreration of the subjective
simllarity eriterionm.
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